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ABSTRACT: Performance of global climate models (GCMs) is strongly affected by the cumulus parameterization (CP)
used. Similar to the approach in GFDL AM4, a double-plume CP, which unifies the deep and shallow convection in one
framework, is implemented and tested in the NCAR Community Atmospheric Model version 5 (CAM5). Based on the
University of Washington (UW) shallow convection scheme, an additional plume was added to represent the deep convec-
tion. The shallow and deep plumes share the same cloud model, but use different triggers, fractional mixing rates, and clo-
sures. The scheme was tested in single-column, short-term hindcast, and AMIP simulations. Compared with the default
combination of the Zhang–McFarlane scheme and UW scheme in CAM5, the new scheme tends to produce a top-heavy
mass flux profile during the active monsoon period in the single-column simulations. The scheme increases the intensity of
tropical precipitation, closer to TRMM observations. The new scheme increased subtropical marine boundary layer clouds
and high clouds over the deep tropics, both in better agreement with observations. Sensitivity tests indicate that regime-
dependent fractional entrainment rates of the deep plume are desired to improve tropical precipitation distribution and
upper troposphere temperature. This study suggests that a double-plume approach is a promising way to combine shallow
and deep convections in a unified framework.
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1. Introduction

Cumulus convection has great impacts on the climate system
via its effects on clouds and radiation, momentum, tropical cir-
culation, and precipitation distribution (Arakawa 2004). Due to
the coarse grid spacing of current global climate models
(GCMs), cumulus parameterizations (CPs) are still needed to
capture the statistical effects of cumulus ensemble on the model
mean fields. The performance of GCM-simulated clouds, pre-
cipitation, circulation, and even tropical cyclones is significantly
influenced by convection schemes (Lin et al. 2012; Yang et al.
2013; Maher et al. 2018, among others). Many studies report
that different choices of convection schemes are responsible for
their difference in simulated tropical cyclone intensity and pre-
cipitation (Knutson and Tuleya 2004; Zhao et al. 2012), Hadley
circulation strength (Hourdin et al. 2006), and tropical transi-
ents (Slingo et al. 1994). Therefore, it is very important to rea-
sonably represent the convective processes in GCMs.

CP development has a long history (Kuo 1965, 1974; Ara-
kawa and Schubert 1974), but the progress has been rather
slow due to its complexity (Randall et al. 2003). There are
three major types of CP, including the moist adjustment
scheme originated from Manabe et al. (1965) and improved
by Betts and Miller (1986), the moisture convergence scheme
developed by Kuo (1965, 1974), and the mass flux scheme
proposed by Arakawa and Schubert (1974). At present, most
GCMs use mass flux–type CPs (e.g., Walters et al. 2019;
Bechtold et al. 2008; Schmidt et al. 2014; Zhao et al. 2018a;
Golaz et al. 2019, among others). Some of them used a single

entraining/detraining plume to represent the cumulus ensem-
ble with parameterized entrainment and detrainment rate,
while others, following Arakawa and Schubert (1974), calcu-
lated a spectrum of plumes with different entrainment and
detrainment rates in order to mimic diversified convection in
nature. For example, Yoshimura et al. (2015) created an
ensemble of plumes by interpolating the in-cloud variables
between the two traditional updrafts with prescribed mini-
mum and maximum entrainment rates separately. Baba
(2019) defined a spectrum of plumes with different cloud base
vertical velocities associated with different entrainment rates
to mimic various convective updrafts. Of course, such
schemes cost more computational resources.

GCMs have various shortcomings related to convection
parameterizations, such as prevalent too weak but too fre-
quent precipitation (Dai 2006; Stephens et al. 2010; Pender-
grass and Hartmann 2014), weak tropical transients, like the
MJO (Lin et al. 2006), and the long-lasting double ITCZ
problem (Lin 2007). For example, too weak but too frequent
precipitation in CAM5 is caused by too frequently triggered
deep convection (Wang and Zhang 2013). Less efficient trans-
portation of water vapor from the boundary layer to the
upper troposphere by deep convection contributed to the
moisture bias in the free troposphere and the corresponding
radiation and precipitation bias in CAM5 (Xie et al. 2012).

Many attempts have been taken to alleviate the above
problems. One major approach is to modify the existing con-
vection schemes. By changing the relaxed CAPE closure in
the original Zhang and McFarlane (1995) scheme to dynamic
CAPE (DCAPE) closure, Zhang and Mu (2005) find that the
double ITCZ problem has been largely alleviated in theCorresponding author: Yanluan Lin, yanluan@tsinghua.edu.cn
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Community Climate Model version 3, with a slab ocean.
Tokioka et al. (1988) increased the entrainment rate in the
Arakawa–Schubert convection scheme and found that trop-
ical transients, like the MJO, were better captured. Diurnal
cycles of convection can also be better captured by altering
the entrainment rate and convection trigger in a convection
scheme (Stirling and Stratton 2012; Xie et al. 2019; Wang
et al. 2020; Cui et al. 2021). Another way is to change
the structure of convection parameterization. Examples
include the eddy-diffusivity mass-flux approach proposed
by Siebesma et al. (2007), which combines the turbulence
with shallow convection. The unified convection scheme
developed by Park (2014) aims to unify the deep convection
and shallow convection.

Recently, a new convection scheme that unifies the deep
and shallow convection was developed and applied in
GFDL Global Atmosphere Model version 4 (AM4; Zhao
et al. 2018a). Different from the conventional single bulk
plume scheme, the new scheme contains two plumes, one
for deep and the other for shallow, at a given time step, and
thus is referred to as a double-plume scheme. The new
scheme, combined with other modifications, was found to
improve significantly AM4’s simulations of clouds, precipi-
tation, and radiation (Zhao et al. 2018b). One advantage of
the double-plume scheme is that both deep and shallow con-
vection can develop independently within the same environ-
ment so that the calculation sequence of deep and shallow
convection is no longer a problem. The other advantage is
that the same cloud model can be used for both shallow and
deep convection and thus a natural transition from shallow
to deep convection may be better captured (Hohenegger
and Bretherton 2011). Note that a similar idea was also sug-
gested by Mapes and Neale (2011) but with a different
approach. They developed a two-plume version of the Uni-
versity of Washington scheme (herein the UW scheme or
simply UW; Bretherton et al. 2004) in CAM5. The fractional
mixing rates, source air properties, and closure of the two
plumes were closely related to a nondimensional prognosed
convective organization parameter (“org”).

In the NCAR Community Atmospheric Model version 5
(CAM5; Neale et al. 2012), convection schemes include a
shallow convection scheme of Bretherton et al. (2004) and a
deep convection of Zhang and McFarlane (1995). They use
very different types of cloud model: a single plume in the UW
shallow convection scheme but spectrum plumes in the Zhang
and McFarlane convection scheme (herein the ZM scheme or
simply ZM) trigger and closure. Using two schemes for shal-
low and deep convection separately brought extra considera-
tions and complexities, such as the calling sequence and
aerosol activation, among others. It is also hard to capture the
prevalent transition of shallow to deep convection in nature.
Therefore, we aim to unify deep and shallow convection in
terms of cloud model and triggers. Since UW also works well
for deep convections (Hohenegger and Bretherton 2011), it is
natural to replace the ZM deep convection via adding another
deep plume in UW, following the idea of double-plume
approach in GFDL AM4 (Zhao et al. 2018a). In addition, the
buoyancy sorting method in UW has been shown to be a good

way for entrainment and detrainment parameterization in
convections (Zhao and Austin 2005a,b).

This study aims to implement and test a double-plume
scheme in CAM5 following Zhao et al. (2018a). Details of
the scheme and its implementation in CAM5 are described
in section 2. Section 3 summarizes the performance of the
scheme using single-column model simulations. In section 4,
tropical precipitation diurnal cycle and strength are tested
in short-term hindcast simulations at different horizontal
resolutions. Global climate simulations and their evaluation
are presented in section 5. Conclusions and discussion are in
section 6.

2. Scheme description and implementation in CAM5

The NCAR Community Atmospheric Model version 5
(CAM5) includes a suite of advanced physics and dynamics
(Neale et al. 2012). In CAM5, the codes of dynamical and
physical processes are cleanly separated so that model devel-
opers can easily replace the original schemes with new
schemes. The physical package in CAM5 includes a moist tur-
bulence scheme of Bretherton and Park (2008) followed by
moist convection schemes. After convection, cloud macrophy-
sics (Park et al. 2014) and microphysics schemes (Morrison
and Gettelman 2008) are invoked. Finally, radiation and
chemical processes are considered.

Moist convections in CAM5 include a deep convection
scheme of ZM and a shallow convection scheme of UW. The
UW scheme aims to better represent the turbulence-driven
marine subtropical shallow convections. The scheme uses a
single entraining–detraining bulk plume cloud model, in
which the entrainment rate is determined by a buoyancy sort-
ing algorithm suggested by Kain and Fritsch (1990). The trig-
ger and closure of UW is closely coupled to turbulence kinetic
energy (TKE) diagnosed from planetary boundary layer
(PBL) scheme and convective inhibition (Mapes 2000;
Bretherton et al. 2004). The source air departs at the layer
just above the top of the PBL with its total water (qt) chosen
to be the surface layer specific humidity and the virtual liquid
water potential temperature (uyl) at the lowest value within
the PBL. The closure is to ensure a neutral or weakly
negatively buoyant updraft at the lifting condensation level
(LCL). The initial velocity of the plume is determined by the
mean TKE within the PBL. It assumes a Gaussian distribu-
tion of the vertical velocity at the PBL top with a mean of
zero and variance linearly proportional to the TKE, expressed
as s2

w � kf 3TKE. The term kf is an empirical parameter and
set to be 0.5 in Bretherton et al. (2004) but is modified to 1.0
in CAM5. Then the fraction of convection area f and cloud
base mass fluxMb can be obtained as

f � 1
2
erfc(

wc���������������
2kf 3TKE

√ ), (1)

Mb � r̄

��������������
kf 3TKE

2p

√
exp(2

w2
c

2kf 3TKE
), (2)
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where wc is the minimal vertical velocity that can overcome
the convective inhibition (CIN) above the PBL, which can
be written as wc �

��������
2CIN

√
. For a Gaussian distribution, a

lower bound for f (i.e., the minimum area allowed for con-
vection) must be set to avoid dummy convection being trig-
gered. If f is larger than 0.001, the convective plume is
identified. The trigger and closure in UW are called CIN-TKE
later (Table 1).

The fractional mixing rate «0 of the plume is parameterized
as a function of height (km) as

«0 � 7
z
: (3)

Zhao et al. (2018b) added a deep plume into the original UW
scheme to make it a double-plume scheme (referred to as
DP-Z). Deep and shallow plumes are independent of each
other, but they share the same cloud model with different
fractional mixing rates, triggers, closures, and microphysical
parameterizations. For the shallow plume, the height-depen-
dent fractional mixing rate is replaced by a tunable constant,
which is set to be 3 km21. For the deep plume, the fractional
mixing rate is parameterized as a function of free troposphere
mean relative humidity as

«0 � «1 1
z2z0
12z0

(«2 2«1 ), (4)

where z is the mean relative humidity of the free troposphere,
z0 is a critical relative humidity at 0.4, and «1 and «2 are two
tunable parameters of 0.9 and 0.1 km21 respectively; «0 is
smaller in a wetter environment to roughly account for the
effect of convective organization.

The trigger and closure for the shallow plume are the same
as those in UW in DP-Z, but a relaxed cloud work function
(CWFN) closure was used for the deep plume. CWFN is
defined as a vertical integral of the buoyancy from cloud base
to the level of neutral buoyancy in the plume. The DP-Z

scheme relaxed CWFN to a reference value of 10 J kg21 with
a relaxation time scale of 8 h (Zhao et al. 2018b). The deep
plume is triggered only when the CWFN is greater than 10 J
kg21 and mean relative humidity z greater than 0.4.

The parameterization of convective precipitation is also
changed. In UW, convective precipitation is calculated using a
Heaviside step function H(qc 2 qcr), in which qc is cloud
water content and qcr is a threshold of 0.7 g kg21. In the DP-Z
scheme, in contrast, convective precipitation is parameterized
as a function of pressure height and condensate within the
plume (Table 1) with autoconversion occurring only when the
cloud water content is greater than 0.2 g kg21. The deeper the
vertical layer, the more precipitation will form with the same
amounts of condensates in the plume.

During the implementation of the double-plume scheme in
CAM5, we made several modifications, including the trigger,
closure, fractional mixing rate, and detrainment process, in
order to better coordinate with boundary layer turbulence
scheme and macrophysics scheme in CAM5. The scheme is
named DP-THU with detailed modifications described below
and summarized in Table 1.

In the CAM5 physics module, ZM and UW are indepen-
dent of each other and invoked by the physics package
sequentially. Our strategy is to disable ZM and replace UW
with the new scheme. Other relevant schemes used in CAM5
include the boundary layer scheme of Bretherton and Park
(2009), the cloud macrophysics of Park (2014), and the micro-
physics of Morrison and Gettelman (2008; note that we used
version 1.0 of their microphysics rather than version 1.5 in
CESM1.2.1).

a. Trigger function

The trigger function is used to determine the occurrence of
convection. Note that the triggering of convection can only be
initiated when the boundary layer TKE can overcome the
CIN (i.e., CIN-TKE, introduced above; see Table 1). Once
the convection is determined to occur, whether it can develop

TABLE 1. A comparison and summary of parameterization methods in UW, DP-Z, and DP-THU. Terms are as follows:
qt (kg kg21) is the total water specific humidity; uil (K) is the liquid-ice potential temperature; hil is liquid-ice static energy; «0 (km

21)
is the fractional mixing rate; z (m) is the height above the surface; CRH is the average relative humidity of the free troposphere, and
CRH0 is a critical relative humidity (40%); Ql (kg kg21) is the cloud water content; qi (kg kg21) is the cloud ice content and qc =
ql 1 qi; Dp (Pa) is the pressure height of each model layer; Qcs is the autoconversion threshold for shallow convection and qcd is the
autoconversion threshold for deep convection.

UW DP-Z DP-THU

Conserved variable qt, uil qt, hil qt, uil
Trigger CIN-TKE CIN-TKE shallow CIN-TKE shallow

Relaxed-CWFN deep CIN-DPCAPE deep
Closure CIN-TKE CIN-TKE shallow CIN-TKE shallow

Relaxed-CWFN deep DPCAPE deep

Fractional mixing rate (km21) «0 (z) � 7
z

«0 �
3, shallow

0:920:83
CRH2CRH0

12CRH0
, deep

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩ «0 (z) �
3, shallow

1:22RH(z), deep

{

Microphysics P �max(qc2qc0, 0)
Pr � 6310253Dp3max(ql2ql0, 0),

Ps � 11310253Dp3qi

P �max(qc2qcs, 0) shallow;
P �max(qc2qcd, 0) deep

Re-evaporation Sundqvist (1988) Moorthi and Suarez (1999) Sundqvist (1988)
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as a deep plume is controlled by another trigger described
below.

Most schemes determine the occurrence of deep convec-
tion based on CAPE. Xie and Zhang (2000) introduced a
dynamic CAPE (DCAPE) trigger, in which the convection
can be triggered only when the large-scale forcing is mak-
ing a positive contribution to the existing CAPE. This trig-
ger was proved to give better performance on simulating
the onset and strength of convection in Energy Exascale
Earth System Model (E3SM; Xie et al. 2019) and Cui et al.
(2021).

Here, following Xie and Zhang (2000), we used the
DCAPE approach. Instead of using CAPE, we used the den-
sity-weighted CAPE (PCAPE), calculated as

PCAPE � 2


pt

pb

uyu 2uy

uy
dp, (5)

where uyu and uy are the virtual potential temperature of the
plume and the environment respectively. PCAPE represents
the buoyancy factor integrated from the plume base pb to the
plume top pt. The deep convection will be triggered as long as
the large-scale (i.e., advection, radiation, and large-scale
phase change) and PBL generation of PCAPE is greater than
zero with a positive PCAPE.

We also need to determine the source air parcel proper-
ties of the plume as the initial condition for the cloud
model. DP-Z directly uses the properties of environment
at a certain layer, such as the maximum moist static energy
layer or the surface layer, for the source air properties. It
also assumes that both deep and shallow plumes depart
at the same height and share the same cloud base proper-
ties. However, cloud-resolving model simulations (e.g.,
Baba 2019; Khairoutdinov and Randall 2002; von Salzen
and McFarlane 2002) suggest that the cloud base of deep
convection is generally higher with slightly larger initial
vertical velocities than shallow convection in environment
favorable for both deep and shallow convection. Accord-
ingly, different from the shallow plume, we assume that
the source air parcel of the deep plume has a higher
temperature excess (0.5 K) to the environment at its depar-
ture level to mimic the higher cloud base of the deep
plume.

The new trigger function still assumes that the source air
departs at the top of PBL as UW, but its properties, namely
the total water qt and liquid-ice potential temperature uil, are
set to be the mean value of the environment within the PBL.
Choosing vertically averaged environment properties rather
than directly using the properties of environment at a certain
layer is based on two considerations. One is to avoid the spu-
rious deep convection in the early morning hours when the
surface layer undergoes strong heating (e.g., Bechtold et al.
2004). Another is to account for the impact of turbulent mix-
ing on the source air properties within the PBL.

b. The cloud model

The cloud model is an entraining/detraining bulk plume
model, used for both shallow and deep plume, but with

different entrainment and detrainment specifications in DP-
Z. The cloud model used in DP-THU is identical to DP-Z
except for the conservation variables (Table 1). Assuming
steady state, the cloud model explicitly solves the mass flux
(Mu), liquid-ice potential temperature (uil), total water (qt),
and horizontal wind (u, y) of the updraft. Downdrafts are not
explicitly considered. The specific humidity (qy), liquid water
content (ql), ice water content (qi), and virtual potential tem-
perature (uy) of the updraft are diagnosed from the saturation
adjustment module. The formulation of the cloud model is
described as follows:

Mu

z
� Mu(«2d), (6)

wu

z
� «(w̄ 2wu)1Sw, (7)

1
2


z
w2

u � Bu 2«w2
u 2P2D: (8)

Equation (6) is the mass conservation equation, in which Mu

is mass flux (kg m22 s21). It can be expressed as Mu = srwu,
with s the cloud fraction. The terms « and d are fractional
entrainment and detrainment rate (m21), respectively. Equa-
tion (7) is a scalar/vector transportation equation, in which w

can be any scalars/vectors, such as uil, qt, u, or v; Sw is the
source and sink term of the scalar/vector w. The overbar
means the property of environment and the subscript umeans
the property of the plume. Equation (8) is the vertical velocity
equation. The first term on the rhs means the net buoyancy
acceleration, which can be written as Bu � g(uyu2uy=uy ).
The second, third, and last terms are the impact of entrain-
ment, pressure perturbation, and subplume-scale variance,
respectively. In general, the third term P can be represented
as P � 2 (1=r)(p′c=z)2g(p′c=p̄) and the last term D can be

written as D � [1=(sr)](srw′2
c =z). The subscript c repre-

sents an average over the convection region. Note that term P
is very important in Eq. (8) as it is the dominant term that off-
sets the buoyancy force (Jeevanjee 2017). However, P and D
are very difficult to be directly calculated because they are
subplume variables. We simplified Eq. (8) following Gregory
(2001) as

1
2


z
w2

u � aBu 2b«w2
u, (9)

where a and b are two parameters. Here, we set a = 1 and b =
2, as in the UW and DP-Z schemes.

Note that the deep plume was forced to stop at the neutral
buoyancy layer in ZM, but it is allowed to overshoot into the
upper stable layer in DP-THU. This appears to be more con-
sistent with observations.

c. Entrainment and detrainment

Entrainment of environment air into the plume is assumed
to occur only at the lateral boundary of the plume by
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turbulent mixing. Following UW, we use the buoyancy-sort-
ing algorithm [Eq. (11)] for turbulent mixing entrainment «m
and detrainment dm, but with different fractional mixing rate
«0 for deep and shallow plumes. For the deep plume, «0 is a
function of relative humidity (RH) at each level, expressed as

«0 � [1:22RH(z)]3 rkm, (10)

where rkm is a tunable parameter to determine the mixing
strength. When rkm is 1 km21, «0 is bounded between 0.2 and
1.2 km21, consistent with large-eddy simulation results
(Romps 2010) and observations (e.g., Lu et al. 2012; Wagner
et al. 2013), who found that the entrainment rate for deep
convection is about 0.5–1 km21. Setting «0 to be a monotoni-
cally decreasing function of RH is to allow a larger mixing to
suppress deep convection in a drier environment. This is sup-
ported by Derbyshire et al. (2004) showing that the convec-
tive cloud top height is very sensitive to the environmental
RH. For the shallow plume, «0 is directly set to be 3 km21,
same as DP-Z.

Similar to UW, we assume that the fraction of environmen-
tal air in the mixture obeys a uniform distribution, then «m
and dm can be calculated as

«m � «0X
2
c ,

dm � «0 (12Xc)
2, (11)

where Xc is the critical fraction of environment air in the mix-
ture to give a zero buoyancy.

Note that DP-Z and UW only consider the turbulent
detrainment and constrained detrainment. However,
detrainment of plume air into the environment is assumed
to take place by three ways: a turbulent mixing at the lateral
boundary of the plume similar to entrainment (dm), a forced
detrainment (df), and a constrained detrainment (ds). There-
fore, fractional detrainment rate can be expressed as d =
dm 1 df 1 ds. Within continuously entraining updrafts, in-
plume properties tend to be nonuniformly distributed. The
properties at the edges of the plume are more environment
like, while the core of the plume tends to be undiluted. To
consider the impact of such an anisotropy on detrainment,
we introduce a forced detrainment. Following Derbyshire
et al. (2011), forced detrainment occurs at the level where
the buoyancy of the plume starts to decrease with height. It
can be formulated as

df � R
1
u′y

u′y
z

, (12)

where u′y is the virtual potential temperature difference
between the plume and the environment (u′y � uyu2uy ); R is a
tunable parameter, bounded from 0 to 1. Here, we set it to be
0.5, consistent with Derbyshire et al. (2011).

Constrained detrainment only occurs at the top of a plume,
where vertical velocity equals to zero. At this level, all the
mass in the plume will be detrained into the environment.
Thus, the fractional detrainment rate ds equals the inverse of

the height difference between the plume top and the level
below.

d. Convective closure

Convective available potential energy (CAPE) closure has
been widely used. Following DP-Z, we treat the closure for
deep and shallow plume separately. The closure for the shallow
plume is CIN-TKE, same as that in DP-Z. For the deep plume,
we assume that the PCAPE generated by the large-scale and
PBL processes will be balanced by the deep convection within
each time step, namely (PCAPE=t)|L � (PCAPE=t)|cu.
This is called DPCAPE closure as summarized in Table 1.

The PCAPE consumed by convection can be expressed as

PCAPE
t

cu

�

zt

zb
r
g

Ty

Ty

t

( )∣∣∣∣∣
cu

dz

∣∣∣∣∣
≈

zt

zb
M

g

Ty

Ty

z
1

g
Cp

( )
dz,

where Cp is the specific heat capacity at constant pressure of
dry air and Ty is the virtual temperature of the environment;
M is the convective mass flux.

Then, the cloud base mass fluxMb can be obtained as

Mb � M∗
b

PCAPE
t

∣∣∣∣∣
L
zt

zb

g

Ty

Ty

z
1

g
cp

( )
M∗dz,

(13)

whereM∗
b is the prescribed cloud base mass flux, which can be

formulated as M∗
b � 0:1[Dplcl=(gDt)]; Dplcl is the pressure

height of the model layer at the lifting condensation level and
Dt is the model integration time step. Note thatM* is the mass
flux profile when we useM∗

b as the cloud base mass flux.

e. Cumulus microphysics

Microphysical processes in convection schemes are gener-
ally simplified to some key processes. For example, they
include an autoconversion process that transforms cloud
water/ice to convective precipitation and a rain re-evapora-
tion process that evaporates rain drops in the dry environ-
ment. In DP-Z, convective precipitation is a function of
liquid/ice water content in the plume and vertical layer
depth, as shown in Table 1. However, convective precipita-
tion calculation in DP-THU is treated rather straightfor-
wardly as in UW, following the idea of the Kessler scheme
(Kessler 1969). If the condensate qc in the plume, either
cloud ice or cloud water content, is larger than a critical
value qcr, the excess condensate will be categorized as pre-
cipitation (snow or rain). However, qcr is different between
deep and shallow plumes, as the deep plume has a stronger
vertical velocity and can maintain more condensates than
the shallow plume. The value of qcr is chosen to be 1.0 and
0.5 g kg21 for the deep and shallow plume, respectively.
Snow falling below the melting level will be melted to rain
instantaneously.
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Rain re-evaporation in DP-THU uses a different parame-
terization from DP-Z. Following Sundqvist (1988), this pro-
cess can be formulated in the form of

E � k(12RH)
���
P

√
, (14)

where P is the precipitation flux (kg m22 s21), RH is relative
humidity of the environment, and E is the evaporation rate
(kg kg21 s21); k is a tunable parameter to control evaporation
strength and is set to be 0.53 1025 kg21/2 m s21/2.

f. Coordination with other schemes

The variables needed by DP-THU are not only from the
host model, such as pressure, temperature, and specific
humidity, but also from the PBL scheme, including TKE and
planetary boundary layer height (PBLH). In addition, the
cloud macrophysics scheme needs the outputs from the
DP-THU scheme, including convective cloud fraction and
detrainment rate. Here, we introduce our strategies to coordi-
nate with these schemes.

The PBL scheme used in CAM5 is a moist turbulent
scheme with a diagnosed TKE, developed by Grenier and
Bretherton (2001) and applied to CAM5 by Bretherton and
Park (2009) with some modifications. TKE is diagnosed by
neglecting its storage term and PBLH is diagnosed by the
Richardson number in the scheme. The scheme categorizes
the PBL into stable, stable-turbulence, and convective layers
with regime-dependent procedures. Therefore, we can
directly use the TKE and PBLH from the PBL scheme.

The proportion of ice and supercooled water detrained
from the convection scheme has a large impact on the forma-
tion of mixed-phase clouds (Zhang et al. 2020). In the
DP-THU scheme, detrainment contains water vapor, liquid
water, and ice water. However, the macrophysics scheme in
CAM5 has its own module to partition detrained convective
condensate into liquid and ice based on temperature. To
avoid the conflict, we assume that the detrained condensate
from DP-THU is liquid water, similar to UW.

A brief summary of the DP-THU scheme and its differ-
ences from DP-Z and UW is in Table 1. Similar to UW, DP-
THU uses uil and qt as the conservation variables, while DP-Z
uses qt and hil. Note that both uil and hil are not exact conser-
vative variables. As evaluated by Bryan and Fritsch (2004),
conventionally defined uil will have a positive bias over 5 K in
the upper troposphere during an adiabatic ascent due to large
condensate loadings. In fact, hil is more accurate compared to
uil, but could be still nonconservative because convective
plumes are far from a hydrostatic system (Romps 2015). With
the condensate loading capped at 1 (0.5) g kg21 in the deep
(shallow) plume, the inaccuracy of uil can be largely mini-
mized. We will compare the impact of using uil and hil on the
overall model performance in a future work. The trigger and
closure of shallow convection is identical to the DP-Z and
UW, but a modified DPCAPE-type trigger and closure is
adopted for the deep convection in DP-THU. Fractional mix-
ing rates are different for the deep and shallow plume follow-
ing DP-Z. For the shallow plume, a constant mixing rate of 3
km21 is chosen as in DP-Z, while a relative humidity

dependent mixing rate is applied for the deep plume to inhibit
deep convection in a hostile environment with a different form
from DP-Z (Table 1). Similar to UW, only autoconversion of
cloud condensates, melting or freezing, and re-evaporation of
rain and snow are included in DP-THU. A Kessler-type auto-
conversion parameterization is adopted with a different thresh-
old for deep and shallow plume (Table 1). Rain re-evaporation
followed the Sundqvist (1988) method.

3. Single-column model test

A single-column model (SCM), with prescribed large-scale
forcing, is an efficient way to test and evaluate new physical
parameterizations (Gettelman and Morrison 2015; Randall
et al. 1996). We choose the Tropical Warm Pool–Interna-
tional Cloud Experiment (TWP-ICE; May et al. 2008) as a
typical case to test the new scheme. There are three distinc-
tive periods in TWP-ICE. The active monsoon period started
at 19 January 2006, culminating with a large mesoscale con-
vective system (MCS) that passed through the observational
domain on 23–24 January and ended at 26 January. Then, a
suppressed monsoon period followed, accompanied by the
development of shallow convections. Until 3 February, it
became a monsoon break period (May et al. 2008).

A series of single-column simulations were conducted from
18 January to 3 February, including a default run (DEF-SC,
with ZM deep convection and UW shallow convection), a
control run (CTL-SC, with the new double-plume convection
scheme), and some sensitivity tests with different rkm [see
Eq. (10) for the introduction of the term rkm]. A series of sen-
sitivity tests for the fractional mixing rate («0) of the deep
plume are conducted. The term «0 is an important parameter
for the deep plume as it impacts the turbulent entrainment
rate, mass flux profile, and in-plume properties. We modify «0
by changing the rkm value from 1.0 km21 to 0.3, 0.5, 0.8, 1.2,
and 1.4 km21. Simulations use 30 vertical layers with a time
step of 20 min, driven by the same large-scale forcing data
from Xie et al. (2010). We examine convection related varia-
bles, including cloud fraction, precipitation, convective mass
flux profile, and in-cloud buoyancy.

The precipitation rates are similar among all simulations
and consistent with the observation (Fig. 1), as precipitation
in SCM simulations is basically constrained by the large-
scale forcing. Heavy rainfall occurs during the active mon-
soon period with a peak of ∼7.8 mm h21 and weak rainfall
(,1.5 mm h21) appears during the monsoon suppressed
period. Compared to DEF-SC, CTL-SC tends to have a
slightly larger precipitation rate during the active monsoon
period, which is closer to the observation.

The vertical profiles of cloud fraction during the two peri-
ods are illustrated in Fig. 2. During the active monsoon period
(Fig. 2a), although all these simulations severely overestimate
the cloud fraction above 700 hPa (i.e., midcloud and high
cloud) by a factor of 1.5, they can successfully capture the
peak near 250 hPa. DEF-SC slightly overestimates the low
clouds by 10%, while CTL-SC agrees better with the observa-
tion, which is mainly caused by the different treatment of
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convective cloud amount in the two schemes. In DP-THU,
convective cloud fraction is directly calculated from the
updraft mass flux and vertical velocity of the plume, while it is
solely diagnosed from the convective mass flux in ZM. In gen-
eral, the diagnosed convective cloud amount is much larger
than that directly calculated.

During the suppressed period (Fig. 2b), DEF-SC has more
low and midcloud amounts, but much less high cloud com-
pared to observations. Instead, CTL-SC captured cloud

fraction much better with comparable high cloud amounts
with observed near 200 hPa. This is because the relative
humidity in the upper troposphere is higher during the sup-
pressed period in CTL-SC than DEF-SC, resulting from the
larger detrainment during the active monsoon period as mani-
fested by the top-heavy mass flux profile in CTL-SC (Fig. 4).
In addition, the low and midcloud amounts are better cap-
tured by CTL-SC although the altitude of peak is slightly too
high at 700 hPa instead of 900 hPa in observations. This

FIG. 1. The time series of precipitation rate from SCM. The frequency of observation and model output is 3 h.

FIG. 2. Vertical profiles of cloud amounts, showing the time-averaged profile during (a) the active monsoon period
and (b) the monsoon suppressed period. The dashed lines represent the clouds from convection scheme while the
dash-dotted line represents the clouds from macrophysics scheme.

C HU E T A L . 62315 JANUARY 2022

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 09/29/22 06:33 PM UTC



suggests that the double-plume scheme is able to mitigate the
too frequent occurrence of deep convection noted in ZM.

For sensitivity tests, we mainly focus on the simulation
results during the active monsoon period dominated by deep
convection. As shown in Fig. 3a, «0 is larger in the midtropo-
sphere, but becomes smaller in the lower and upper tropo-
sphere due to the vertical distribution of relative humidity.
Larger «0 will lead to a larger «, and thus more dilution of the
plume. However, the dependence of « on «0 is not linear due
to the contribution of Xc. A plume with more ambient air
entrained has a smaller buoyancy (Fig. 3b) and thus smaller
Xc (Fig. 3c), as Xc is proportional to plume buoyancy in the
buoyancy sorting method.

During the active monsoon period, the double-plume
scheme produces a top-heavy mass flux profile. This is differ-
ent from DEF-SC (Fig. 4a), which has a peak near 700 hPa.
Top-heavy mass flux profiles imply a large detrainment at the
top of the plume and thus help the formation and mainte-
nance of high clouds (Fig. 2). Differently, DEF-SC has a
larger detrainment in the midtroposphere between 600 and
400 hPa, and thus leads to a positive cloud amount bias at
these levels (Fig. 2).

Sensitivity tests do not show obvious differences for the
mass flux profile with various «0 (Fig. 4a). This is probably
related to the DPCAPE closure used, in which convection
with larger mass flux can consume more PCAPE and thus

FIG. 3. Vertical profile of (a) entrainment rate, (b) net buoyancy acceleration, and (c) critical mixing fraction. The colors of the lines
indicate different rkm simulations (km21) shown in (b).

FIG. 4. Vertical profile of (a) mass flux of deep convection, (b) normalized deep convection mass flux by cloud base mass flux for various
simulations, and (c) radiative cooling. The profile is drawn from the time average of deep plume mass flux output at each time step during
the active monsoon period. The colors of lines indicate different rkm simulations shown in (b).
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tends to have a smaller cloud base mass flux. Therefore, the
time-averaged mass flux profiles are similar. However, when
normalized by their cloud base mass fluxes (Fig. 4b), the dif-
ferences among simulations become more distinctive. The
plume with larger «0 tends to entrain more and thus has a
more top-heavy, but slightly lower-peaked mass flux profile in
convection favorable environment (Fig. 4b), consistent with
the above reasoning.

4. Short-term hindcast simulations

Short-term hindcast simulation is an effective way to evalu-
ate model performance directly related to fast physical pro-
cesses (Ma et al. 2014; Xie et al. 2012). We focused on the
impacts of the scheme on tropical precipitation diurnal cycle
and strength at different spatial resolutions. We conducted
three sets of daily hindcast simulations with different spatial
resolutions of f05 (∼50 km), f09 (∼100 km), and f19 (∼200 km)
based on the Cloud Associated Parameterization Testbed
(CAPT) dataset (Hannay et al. 2009; Phillips et al. 2004). Each
daily hindcast is integrated for 5 days from 1 October through
28 October 2008, initialized using the data provided by Ma et al.
(2015) and Zheng et al. (2016). Similar to previous studies, we
use the third-day forecast for comparisons with observations.
The short-term hindcast simulations with ZM are labeled DEF-
ST while the simulations with DP-THU are labeled CTL-ST.
We mainly evaluated the tropical precipitation variations using
the Tropical Rainfall Measuring Mission (TRMM) dataset
(Acker and Leptoukh 2007).

a. Precipitation intensity

Tropical 3-hourly TRMM precipitation data were interpo-
lated to simulation resolutions by an area conservative remap-
ping method for precipitation intensity comparison (Fig. 5). As
noted in previous studies (Wang and Zhang 2016), tropical pre-
cipitation frequency decreases very quickly with intensity using
ZM, especially for low-resolution simulations (Figs. 5b,c),
resulting in the so-called “too frequent light rain” phenomenon
in GCMs (Pendergrass and Hartmann 2014; Wang and Zhang
2013). This is much improved using DP-THU, although the
scheme still underestimates the frequency of intense precipita-
tion. With increased resolution, the difference between the two
schemes becomes smaller due to increased large-scale precipita-
tions (not shown). In addition, the zero-precipitation frequency
in CTL-ST is larger than DEF-ST.

b. Precipitation diurnal cycle

Precipitation diurnal cycle over tropical lands is also a big
challenge for cumulus parameterizations (Cui et al. 2021). We
selected three typical regions having dominant diurnal cycle
signals, including the Maritime Continent, the Amazon, and
tropical Africa (blue boxes in Fig. 13b), for evaluation.
Observed precipitation has its minimum at 0900 LST and
peaks in the late afternoon (1500 or 1800 LST) with a magni-
tude ∼3 times of the minimum over the three regions. In con-
trast, DEF has a much weaker diurnal variation, especially
over the Maritime Continent (Fig. 6a). CTL is able to better
capture the strength of diurnal variation with a delayed after-
noon peak compared to DEF over Amazon, but its peak time

FIG. 5. Precipitation strength distributions, showing the results from the (a) f05, (b) f09, and (c) f19 simulations.

FIG. 6. The precipitation diurnal cycle of (a) the Maritime Continent, (b) the Amazon, and (c) tropical Africa. Dashed, thin solid, and thick
solid lines represent the results from the f05, f09, and f19 simulations respectively.
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is still 3 h too early over the Maritime Continent. Tropical
rainfall is dominated by mesoscale convective system in gen-
eral. However, most convective schemes have not considered
convective organizations and thus might have a problem with
diurnal variations.

5. AMIP simulations

a. General performance

The simulations use a finite-volume dynamic core (Neale
et al. 2012) with a horizontal resolution of 0.9° 3 1.25° and 30
layers in the vertical. The model is run for 6 years with pre-
scribed monthly mean sea surface temperature and sea ice
from the Hadley Centre (Rayner et al. 2003). We averaged
the last 5 years of the simulations to compare with the
observed climatologies with the first year discarded as the
spinup. The settings of default simulation (DEF) and control
simulation (CTL) are the same except that the ZM deep con-
vection is turned off while UW is replaced by DP-THU in the
control simulation. In addition, the Coupled Model Intercom-
parison Project Observation Satellite Package (COSP; Kay
et al. 2012; Bodas-Salcedo et al. 2011) is turned on for a better
comparison between simulated and observed clouds.

We focused on those variables related to convection,
including precipitation, clouds, and radiation. Precipitation
from Global Precipitation Climatology Project (GPCP; Huff-
man et al. 2009) and the longwave and shortwave radiation
from Cloud and the Earth’s Radiant Energy System Energy
Balanced and Filled (CERES-EBAF; Loeb et al. 2009) were
used. Note that the global mean precipitation simulated by
most GCMs is greater than GPCP observation by about
10%–15% (Zhao et al. 2018a), as the GPCP dataset might
bias low (Gehne et al. 2016). In addition, the longwave cloud
forcing (LWCF) and shortwave cloud forcing (SWCF) data
from CERES-EBAF also contain an uncertainty of about
15% (Loeb et al. 2009). Cloud amount from the GCM-
oriented CALIPSO cloud product (Chepfer et al. 2010) is
chosen for comparison.

Mean climate statistics from the default simulation (DEF),
control simulation (CTL), and observations are summarized
in Table 2. The global average precipitation rate decreased

from 3.02 mm day21 in DEF to 2.92 mm day21 in CTL, closer
to the observation (Table 2), but the RMSE is slightly
increased in CTL. Wet bias is distributed from the southern
Indian Ocean, through Somalia to the north Indian Ocean, as
well as tropical Pacific and southern foothills of the Himalayas
with dry biases over the equatorial eastern Indian Ocean and
Amazon area in DEF (Fig. 7d). These biases are partly allevi-
ated in CTL (Fig. 7e), especially over the Indian Ocean and
southern Amazon (Fig. 7f). However, some biases are exag-
gerated, such as those over the southern foothills of the Hima-
layas and the Maritime Continent (Fig. 7f). Overall, the new
scheme tends to produce more precipitation over the tropical
land areas, but less precipitation over the tropical oceans than
DEF (Fig. 7f). Such changes are dominated by convective pre-
cipitation, which is over 90% of the total precipitation over
the tropics (Fig. 7h). Convective precipitation decreases over
the tropical Indian Ocean, the tropical Pacific Ocean, the Ara-
bian Sea, and the Bay of Bengal, as well as the northern Ama-
zon and storm track of South Pacific, and increases over the
Maritime Continent, the western tropical Pacific, and the
foothills of the Himalayas and Rocky Mountains (Fig. 7i).
The strong increase of convective precipitation in the moun-
tainous area is due to the use of CIN-TKE triggers, as the
TKE in these areas is large, leading to more triggered convec-
tion and convective precipitation. Large-scale precipitation
change is small with increases over the tropical Africa and
South America (not shown).

Compared with DEF, clouds in CTL are significantly
improved. Both high and low cloud amounts are closer to the
observation with a reduced RMSE (Table 2). Observation
shows that low clouds tend to appear in the eastern subtropi-
cal oceans due to large-scale subsidence and relatively low sea
surface temperature there. Typically, there exists a strong
boundary layer inversion (large CIN), with moderate TKE
within the boundary layer. Therefore, moist convection is
inhibited. As the water vapor cannot effectively be pumped
up into the upper troposphere, a cloud-capped boundary layer
forms with large low cloud coverage in these regions. The sim-
ulation with the original scheme performs poorly in capturing
this pattern as convection is frequently triggered in these
regions. Therefore, DEF severely underestimates the low
cloud amounts over the subtropical ocean by over 40%

TABLE 2. Global mean climatological properties of DEF, CTL, and observations. The number in square brackets represents the
root-mean-square error (RMSE) of the variables. The source of observations can be found in the text. Cloud amounts are diagnosed
using the COSP simulator for a better comparison with observations.

DEF CTL OBS

Precipitation rate (mm day21) 3.02 [1.16] 2.92 [1.30] 2.674
Low cloud amount (CALIPSO; %) 31.98 [11.31] 33.28 [10.24] 38.37
High cloud amount (CALIPSO; %) 26.24 [8.16] 30.24 [6.79] 32.04
Total cloud amount (CALIPSO; %) 55.00 [15.06] 58.33 [12.69] 67.25
Shortwave cloud forcing (W m22) 249.31 [13.58] 244.72 [10.70] 247.15
Longwave cloud forcing (W m22) 22.52 [6.52] 24.31 [8.33] 26.06
Net TOA radiation (W m22) 4.09 [10.96] 7.61 [11.77] 0.81
Net TOA longwave radiation (W m22) 237.65 [6.50] 236.56 [9.12] 239.67
Net TOA shortwave radiation (W m22) 241.74 [12.17] 244.17 [12.07] 240.48
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compared to the observation. The new scheme largely allevi-
ated this bias, partly because the CIN closure is also used for
deep convection in the new double-plume convective parame-
terization, reducing the triggering of convection. As a result,
the prominent negative bias of low cloud amounts in the sub-
tropical ocean has been reduced (Fig. 8e). Note that low clouds
are reduced over land in CTL compared to DEF (Fig. 8f). This
is because low clouds over tropical lands are dominated by
lower-troposphere convective clouds rather than stratocumu-
lus, which is different from the situation of eastern subtropical
oceans. In DEF, due to the CAPE trigger (CAPE . 70
J kg21) in ZM, convection that cannot penetrate to their levels
of free convection (LFCs) is also triggered. This is probably
part of the reason for the too frequent short-duration deep
convection and convective clouds using ZM. However, such
types of deep convections are suppressed in DP-THU because of
the use of the CIN-TKE based trigger, as the tropical lands have
large CIN (e.g., Riemann-Campe et al. 2009), leading to less con-
vective clouds in the model. In addition, as mentioned in section
3, cloud fraction is directly calculated from the vertical velocity

of the plume in DP-THU, while it is diagnosed from the con-
vective mass flux in ZM. The method in DP-THU tends to
produce smaller cloud faction than that in ZM in general as in
SCM simulations.

High clouds appear over the deep tropics (western Pacific,
Maritime Continent, tropical Africa, and ITCZ) where abun-
dant cloud condensates were pumped into the upper tropo-
sphere to form high clouds by deep convection. Compared to
DEF, the new scheme tends to produce more high clouds
over the deep tropics (Fig. 9f), which help alleviate the nega-
tive bias in DEF (Fig. 9d). The new scheme tends to develop
stronger and deeper convection over these regions and trans-
port more water vapor and condensate to the upper tropo-
sphere because of a top-heavy mass flux profile as noted
above (cf. Fig. 4a).

Cloud regime transition is also evaluated along a typical
cross section offshore California from 35°N, 125°W to 1°S,
173°W, proposed by Global Energy and Water Cycle Experi-
ment (GEWEX) Cloud System Studies (GCSS) Pacific Cross-
section Intercomparison (GPCI; Yu et al. 2017). Along this

FIG. 7. Annual mean precipitation from (a) DEF, (b) CTL, and (c) GPCP, and the differences between (d) DEF and GPCP, (e) CTL and
GPCP, and (f) CTL and DEF. Also shown is the convective precipitation from (g) DEF and (h) CTL, as well as (l) their difference.
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cross section (Fig. 10), cloud type transits from boundary
layer stratus via stratocumulus to shallow cumulus and then
deep cumulonimbus. In the observation (Fig. 10), total cloud
amounts have two peaks, with one located at the shallow

cumulus regime near 135°W and another located at the deep
cumulonimbus regime around 165°W. Both DEF and CTL
can capture this cloud regime transition. However, low cloud
amounts decrease sharply west of 130°W in DEF, while the

FIG. 8. As in Fig. 7, but for annual mean low cloud fraction (%). The observation data are from
the GCM-oriented CALIPSO cloud product.

FIG. 9. As in Fig. 7, but for annual mean high cloud fraction (%).
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decrease is more gradual in CTL. Compared to DEF, CTL
produced more low clouds within the shallow cumulus regime,
closer to observations. In the deep convection regime, both
CTL and DEF perform well in capturing the peak near
165°W.

In addition to cloud amounts, cloud radiative forcing is also
closely regulated by cloud optical depths, which are related to
cloud water path. With the change of cloud fraction and liquid
water path (LWP), cloud radiative forcing also changes corre-
spondingly using the new scheme. The global mean SWCF

decreases from 249.31 W m22 in DEF to 244.44 W m22 in
CTL (Table 2), with a reduced RMSE from 13.58 to
10.93 W m22. For the spatial distribution, the largest differ-
ence between CTL and DEF is the increased SWCF at ITCZ
regions and tropical continents (Fig. 11f). SWCF increases at
ITCZ regions due to the decrease of LWP but increases at
tropical continents because of reduced low cloud amount
(Fig. 11f) and LWP (not shown) there. With increased low
clouds over the subtropical ocean, positive SWCF biases are
alleviated there (Fig. 11e).

SWCF is mainly affected by the cloud optical depth, but
LWCF is dominated by cloud top temperature. Compared to
DEF (22.52 W m22), the global mean LWCF increased to
24.31 W m22 in CTL, closer to the observation of 26.06 W m22

(Table 2). The most notable change of LWCF between CTL
and DEF corresponds well with the precipitation change
(Fig. 8f) and is confined to the tropics (Fig. 12).

b. Sensitivity tests

Some key parameters in the convection scheme are hard to
be observationally or theoretically constrained, but have sig-
nificant impacts on GCM simulations (e.g., Yang et al. 2013;
Lin et al. 2013; Zhao et al. 2018b; Lin 2019). A series of sensi-
tivity tests via modifying fractional mixing rate «0 and rain
evaporation rate k of the deep plume are conducted. These
two parameters were found to have great impacts on global
simulations (Zhao et al. 2018b). Similar to the SCM, rkm is
altered from the value of 1 km21 in the CTL to other values
(Table 3). Note that a decrease of rkm means reduced mixing

FIG. 10. The cross section of cloud regime transition offshore the
California as in GPCI experiment. The solid lines represent the
total cloud amounts while the dashed lines indicate the low cloud
amounts.

FIG. 11. As in Fig. 7, but for annual mean shortwave cloud forcing (Wm22). Observation data are obtained from Cloud and
the Earth’s Radiant Energy System Energy Balanced and Filled (CERES-EBAF).
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of updrafts with environment and an enhancement of deep
convection. Oppositely, a larger rkm indicates a more effi-
cient mixing between the plume and environment and
generally produces a less penetrative plume. Therefore, the
convection tends to be suppressed. In addition, changing
the strength of convection will alter the top of the atmo-
sphere (TOA) radiation balance, as the vertical distribution
of clouds and condensates will be changed too. Another
group of simulations varying the rain evaporation rate was
also conducted (Table 3), as some studies indicated that rain
re-evaporation may have a direct impact on tropical precipi-
tation (Bacmeister et al. 2006) and an indirect effect on
cloud radiative forcing (Sui et al. 2020) via changing the pre-
cipitation efficiency.

Although the convective precipitation monotonically
increases with decreased rkm, as the convections become
stronger when mixing rate of the plume is reduced, global
mean precipitation decreases slightly with decreased rkm
(Table 3). However, the spatial distribution of tropical
precipitation changed significantly with rkm (Fig. 13), espe-
cially over the warm pool and Amazon region. Precipita-
tion increases in the tropical western Pacific, the Philippine
Sea, and the Amazon, but decreases over the Indian Ocean
and the Maritime Continent region with increased rkm
(Fig. 13a). In contrast, with decreased rkm, precipitation
increases over the tropical mideastern Pacific and equato-
rial Indian Ocean. Such a dependence of precipitation on
mixing rate is similar to that noted in Zhao et al. (2018b).

FIG. 12. As in Fig. 7, but for longwave cloud forcing (W m22).

TABLE 3. A brief summary of sensitivity tests. Note that cloud amounts are from the COSP simulator for a better
comparison with observations.

EXP1 EXP2 EXP3 EXP4 EXP5 EXP6 EXP7 EXP8

rkm 2.0 1.5 0.5 0.2 1.0 1.0 1.0 1.0
k (1025 kg21/2 m s21/2) 0.5 0.5 0.5 0.5 0.9 0.7 0.2 0.1
Net TOA radiation (W m22) 6.40 7.26 6.56 4.03 7.38 7.62 7.23 6.88
Net TOA shortwave radiation (W m22) 245.82 245.33 242.25 240.10 243.98 244.04 244.33 244.41
Net TOA longwave radiation (W m22) 239.42 238.07 235.69 236.07 236.60 236.42 237.10 237.53
LWP (g m22) 33.54 33.02 36.78 39.74 35.77 35.02 32.78 32.30
Low cloud amount (CALIPSO; %) 32.04 32.37 34.89 36.68 33.29 33.29 33.26 33.20
High cloud amount (CALIPSO; %) 27.55 28.99 30.39 29.02 30.00 30.20 30.14 29.91
Precipitation rate (mm day21) 3.00 2.96 2.89 2.89 2.90 2.90 2.96 2.98
Convective precipitation rate (mm day21) 1.75 1.83 1.88 1.91 1.79 1.83 1.97 2.01
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The most distinctive changes in Fig. 13 are over the tropical
eastern Pacific (EP), the western Pacific (WP), and the tropi-
cal Indian Ocean (TIO). Therefore, we take these three
regions as examples for further investigation. Among these
three regions, the most robust change is the monotonically
increased upper-troposphere temperature with decreased
rkm (Fig. 14). Zhao et al. (2018b) noted that the upper-tropo-
spheric temperature is likely determined by the temperature
of the deep convective plumes. Deep plumes with larger rkm,
namely more diluted and colder plumes, will lead to a colder
upper troposphere (Donner 1986). One thing to note is that
increased rkm does not warm the lower troposphere over the
EP (Fig. 14c) compared to the WP and TIO (Figs. 14a,b).

However, specific humidity change is more diverse and
regime dependent. In the WP region, upper-troposphere
(above 550 hPa) moisture varies negligibly compared to the
mid- and lower troposphere when we alter the rkm (Fig. 15b).
Increasing rkm will significantly moisten the lower tropo-
sphere due to increased mixing between the plume and ambi-
ent air, leading to more detrainment there. Therefore, the
collective impact of an increased rkm is the colder upper
troposphere and a wetter lower troposphere, and thus more
precipitation due to destabilized atmosphere over WP.
Decreasing rkm has the opposite effect. However, in the TIO

and EP, the environment is not as friendly as WP for convec-
tion. Therefore, decreasing rkm will make the plume more
penetrative and higher, increasing not only the upper tropo-
sphere temperature but also the specific humidity. Increasing
rkm will dilute and suppress the plume, making the upper tro-
posphere colder and drier (Figs. 15a,c).

Cloud amounts and TOA radiation are also influenced by
rkm. TOA net shortwave radiation is significantly influenced
by the cloud optical depth and cloud amounts. Low cloud
amount monotonically increases with decreased rkm, while
LWP decreases first in experiment 2 and then increases with
decreased rkm. Their collective effect leads to a monotoni-
cally decreasing net TOA shortwave radiation with decreased
rkm. However, it is more complex for TOA longwave radia-
tion as it is dominated by the high cloud amount and height.
Simulation results indicates that high clouds amount is not
monotonic to rkm. Although a plume with smaller entrain-
ment rates can penetrate higher, it does not necessarily
detrain more water vapor and condensate into the upper tro-
posphere due to its small mass flux at the top of the plume, as
shown in SCM experiments (Figs. 4a,b). In addition, a smaller
entrainment will also increase the upper-troposphere temper-
ature, not favorable for high cloud formation. On the other
hand, a plume with a larger entrainment rate tends to have a

FIG. 13. (a),(b) Annual mean precipitation difference between various fractional mixing rate experiments and
CTL. The three blue rectangle boxes in (a) from left to right denote the TIO, WP and EP regions, respectively. The
three blue rectangle boxes in (b) from left to right denote the tropical Africa, Maritime Continent, and Amazon
regions, respectively.
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larger mass flux, favoring more detrainment into the environ-
ment, but it can hardly reach the upper troposphere. Therefore,
the key is to use a suitable rkm in different environmental
regimes to maintain a balance between the plume height and
detrainment to achieve the most reasonable cloud distribution
and profiles of temperature and moisture. This elucidates the
limitations of a plume model with fixed rkm.

The vertical distribution of tropical troposphere tempera-
ture (Fig. 16a) and humidity (Fig. 16b) is also significantly reg-
ulated by k in the convection scheme, especially at the lower
troposphere (600–800 hPa), resulting from the strong evapo-
ration below the plume base. Decreasing k will increase the
temperature in the lower troposphere but decrease specific
humidity (Fig. 16), leading to decreased relative humidity

there. As a result, convection tends to be suppressed due to a
warmer and drier lower troposphere above the PBL (large
CIN) for a smaller k. Therefore, the energy and mass
exchange between lower and upper troposphere is hindered,
leading to a colder and drier upper troposphere.

Spatial distribution of precipitation is also slightly changed
using various evaporation rates. A larger k slightly increases pre-
cipitation in the Philippine Sea and the Bay of Bengal but
decreases precipitation near the equator in the Pacific
(Fig. 17a). Decreasing k increases precipitation over the tropical
Indian Ocean and mideastern Pacific but decreases precipitation
over the Bay of Bengal and the Maritime Continent (Fig. 17d).

The TOA net radiation has a small variation with k (Table 3).
TOA shortwave radiation tends to increase slightly with

FIG. 15. As in Fig. 14, but for specific humidity.

FIG. 14. Vertical profiles of temperature difference between sensitivity tests and CTL over the (a) TIO, (b) WP, and (c) EP.
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decreased k, probably related to slightly decreased LWP. TOA
longwave radiation also changes with k, with a slightly larger
magnitude. Overall, compared with rkm, global mean clouds
and radiation do not change much with varying k.

6. Conclusions and discussion

In this study, following Zhao et al. (2018b), a double-plume
moist convection scheme was implemented and tested in
CAM5. In the scheme, the fractional mixing rate of the deep

FIG. 16. Vertical profiles of tropical (15°S–15°N) mean (a) temperature, (b) specific humidity, and (c) relative humidity difference between
rain evaporation sensitivity tests and CTL.

FIG. 17. As in Fig. 13, but between the four rain evaporation sensitivity tests and CTL.
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convection is parameterized as a function of environment rel-
ative humidity in order to suppress the plume height in dry
environments. The relaxed cloud work function closure for
deep convection in DP-Z is replaced by a DPCAPE closure
(see Table 1). The trigger is also related to the CAPE produc-
tion instead of the CAPE itself. In addition, source air proper-
ties of the plume are set to be the mean environmental
properties within the PBL rather than those in a certain layer
in order to mimic the turbulent mixing of source air within
the PBL.

The scheme was tested in the single-column, short-term
hindcast, and AMIP simulations. The scheme performed
reasonably well in the TWP-ICE single-column simulations
with better cloud profiles. In short-term hindcast simula-
tions, tropical precipitation intensity distribution is largely
improved with enhanced magnitude of precipitation diurnal
cycle. In AMIP simulations, subtropical marine low clouds
and tropical high clouds are better captured using the new
scheme. Tropical rainfall is improved over the Indian
Ocean, but the changes are mixed over other regions. A
series of sensitivity tests by varying the entrainment rates
and rain evaporation rates were conducted. Similar to previ-
ous studies, entrainment rates can significantly regulate the
tropical rainfall and cloud fields, but an optimal entrainment
rate is hard to be justified objectively since it might be
regime dependent. This indicates that further refinements to
parameterization are needed. Future work will be focused
on the design of more flexible and environment/regime
dependent entrainment rates.

Compared to the conventional moist convection schemes
in CAM5, the advantage of the DP-THU scheme is that it
represents both deep and shallow scheme in a single unified
framework. Namely, both shallow and deep plume share the
same cloud model, but using different parameterizations of
fractional mixing rate, trigger, and closure. However, there
is room for improvement in future. For example, a better
coordination with other physical schemes needs to be con-
sidered. The double-plume approach works remarkably well
in GFDL AM4, but this does not guarantee its performance
in CAM5 since the two host models have many differences,
such as their boundary layer schemes, cloud microphysics,
and macrophysics. Note that the TOA radiation is out of
balance by ∼7 W m22 using the new scheme, but this could
be retuned straightforwardly by altering some key parame-
ters in other schemes, such as the microphysics and macro-
physics (e.g., Mauritsen et al. 2012; Hourdin et al. 2017). For
example, using a new version of microphysics in CAM5
could reduce the imbalance by ∼3 W m22 (not shown). We
have not aimed to tune the TOA radiation balance in this
study since the scheme will be used with other modifica-
tions, such as the PDF cloud macrophysics (Qin et al. 2018)
and the single ice microphysics (Zhao et al. 2017) in a GCM
recently developed at Tsinghua University based on CESM1.2.1
(Lin et al. 2020).
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